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“Translation is the circulatory system of the world’s literatures.”

Susan Sontag
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Translating Literature with LLMs: Maintaining Consistency on Named Entities And

Integrating External Knowledge

by Jiarui LIU

In literary translation, the accurate and consistent translation of named entities, such as

character names and significant proper nouns, is essential. Recent advancements in Large Lan-

guage Models (LLMs) have shown promise in translation tasks; however, they often struggle to

maintain consistency over long texts due to limitations in context windows and computational

budgets.

This study introduces an efficient approach that combines the advanced capabilities of

LLMs with human translation practices using In-Context Learning (ICL) and Retrieval-Augmented

Generation (RAG). We integrating Termbase, pre-editing methods, and external knowledge

sources such as Wikipedia into LLMs and our findings demonstrate that this hybrid method

significantly improves both the consistency of named entities and the overall quality of transla-

tion, offering a practical solution for literature machine translation.
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Chapter 1

Introduction

1.1 Motivation

As an avid reader with a voracious appetite for stories, my nightly ritual has always been

immersing myself in the captivating pages of a novel for about an hour before sleep. This habit

transcends mere pastime; it represents a journey through diverse cultures and perspectives. The

literary world, vast and ever-expanding, teems with an array of creative works, each offering

a unique linguistic landscape. In the case of languages in which my proficiency is limited, I

find myself reliant on translated versions of these works. Regrettably, as one might expect, a

majority of these compelling narratives remain beyond my reach due to the scarcity of available

translations, especially for new books, web novels, and fan fiction.

This challenge has led me to think of machine translation as an indispensable tool used

in my reading. The emergence of Large Language Models (LLMs) and their capability in

machine translation (MT) are astonishing, unlocking doors to literary realms once inaccessible.

The translations with LLMs, particularly GPT-based models though not free from errors, have

always impressed me with their high quality and near-native fluency. There are, however, still

noticeable inaccuracies and inconsistencies, which serve as a stark reminder of the persistent

gap between the finesse of human translation and the capabilities of machine translation.

My academic pursuits in Machine Learning (ML) and Natural Language Processing (NLP),
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coupled with an in-depth exploration of LLMs, have ignited a profound interest and a com-

pelling thought: What if I could play a role in narrowing this divide? Imagine the possibility

of enhancing LLMs to produce translations that are not only coherent and accurate but also

capable of capturing the subtleties and beauty inherent in original texts.

1.2 Necessity of Machine Translation

In our increasingly interconnected world, the ability to traverse language barriers is paramount.

The global exchange of ideas and knowledge heavily relies on our capacity to communicate

effectively across diverse linguistic landscapes. Translation, therefore, is not just a tool but

a vital conduit for this cross-cultural exchange. Traditionally, this role has been held by hu-

man translators, whose skills and expertise have been instrumental in bridging linguistic and

cultural divides. However, the sheer volume and variety of contemporary global communica-

tions necessitate a translation approach that surpasses the capabilities of traditional methods.

This burgeoning need calls for a translation solution that is not just effective, but also salable,

adaptable, and capable of handling a multitude of contexts and languages.

Machine Translation, led by the advances in LLM technology, stands at the cusp of this

evolution. It offers a cost-effective, rapid, and multilingual pathway to high-quality translation,

forging connections between diverse cultures and languages. This technology does not seek to

replace the human element in translation but rather to augment and expand our ability to share

and understand the rich tapestry of human narratives.

1.3 Topic Focus

While numerous existing studies concentrate on investigating LLM’ sentence-level translation

ability solely (He et al., 2023; Ghazvininejad et al., 2023; Mu et al., 2023), in the thesis, we

are more interested in exploring the capability of LLMs to translate long-form document-level
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text(text longer than model’s text window size), particularly the literature, connecting with

modern human workflow and retrieval-augmented generation (RAG) method.

Long-form text translation brings new challenges and barriers including limited length of

text windows, inadequate utilization of context, inconsistent translation of Terminology, differ-

ent translation from the real world, etc. Furthermore, as mentioned in (Karpinska and Iyyer,

2023), translating works of literature presents distinct difficulties because of the complex char-

acteristics of creative pieces and the necessity to accurately convey the author’s tone and con-

textual subtleties with the balance of faithfulness, expressiveness, and elegance.

Our objective is to comprehensively understand the emerging challenges and problems

in long-text translation, conduct thorough analysis and evaluations, and strive to overcome

these challenges by combining Large Language Models with contemporary human trans-

lation/localization practices and connecting with external knowledge base.

During human translation, modern CAT tools like Trados and OmegaT are equipped with

translation memories and termbases to help translate in a consistent way. Humans also use

the Internet and terminology sheets to speed up translation as well as retain high quality. The

integration involves:

1. leverage efficient setup in human translation practices like Termbase and Transla-

tion memory.

2. Connect with external resources such as Internet dictionaries and search engines.

Additionally, we intend to investigate the types of demonstrations that are most effective

and identify precise methods through which they can improve translation quality.
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Chapter 2

Work Of Previous Researchers

2.1 Language Models And Large language Models (LLMs)

A language model (LM) is probabilistic machine learning model of a natural language trained

to conduct a probability distribution over words. LM do nothing but predict the most likely

word in an utterance position based on the context provided. A significant breakthrough in the

development of language models was the introduced of the transformer architecture (Vaswani

et al., 2023) which utilizes a self-attention mechanism.

The attention mechanism, originally introduced by (Bahdanau et al., 2016) for machine

translation in recurrent neural network (RNN) to address long-range dependencies issues, al-

lows RNN models to dynamically focus on specific parts of input text when generating output.

Self-attention extends this idea by empowering the model to weigh the importance of differ-

ent words in the input sequence relative to each other. This mechanism enables the model

to capture long-range dependencies, process calculations in parallel, and understand context

efficiently.

In the self-attention mechanism, each word (token) in the sequence is transformed into three

vectors: query (Q), key (K), and value (V). The query vector of a word is compared against

the key vectors of other words to compute attention weights, which are then used to calculate a



6 Chapter 2. Work Of Previous Researchers

weighted sum of the value vectors as result using the Attention function:

Attention(Q, K, V) = so f tmax(
QKT
√

dk
)V (2.1)

where 1√
dk

is a scaling factor, and the softmax function normalizes the weights to fall between

0 and 1, ensuring that they sum to 1.

In the transformer architecture, instead of computing a single set of self-attention weight,

multi-head attention is employed to computes multiple sets of Q, K, V in parallel, enabling

the model to focus on different linguistic properties of the input sequence. The results are

then concatenated and linearly transformed. The Transformer consists of multiple layers of

such multi-head attention and feed-forward neural networks. This design allows the model to

capture complex patterns in the data efficiently.

Large language models (LLMs), such as GPT models, are language models trained on large-

scale datasets with numerous internal parameters, most of which leverage the Transformer

architecture. LLMs are notable for their ability to achieve general-purpose language under-

standing and generation. A single LLM can perform a wide array of tasks such as question

answering, sentiment analysis, and translation in multiple languages, without any task-specific

training.

Figure 2.2 illustrates a user interacting with an LLM using ChatGPT-4o. First, the user asks,

"What is the capital of Australia?" (The correct answer is Canberra). Next, the user requests a

sentiment analysis on the review: "Fresh ingredients. Large portions. Attentive staff. Highly

recommend!" (The correct sentiment is Positive). Finally, the user asks the model to translate

the sentence "Lolita, light of my life, fire of my loins. My sin, my soul." from English to

Chinese. The model successfully completes all these tasks accurately.
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FIGURE 2.1: The self-attention mechanism from cs689’s note by Professor Mo-
hit Iyyer.



8 Chapter 2. Work Of Previous Researchers

FIGURE 2.2: LLM can perform different tasks without any task-specific training.
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2.2 Machine Translation As The Downstream Task Of LLMs

Focusing on the machine translation task, Large Language Models (LLMs) trained on massive

unlabeled datasets like GPT and Llama demonstrate impressive abilities via simple prompting,

eliminating the need for extensive collections of parallel data required by traditional transla-

tion models. Just ask LLMs to "Translate the below text from [Source Language] to [Target

Language]", and the task is accomplished (Figure 2.2). Additionally, LLMs can enhance their

performance through In-Context Learning (ICL), which involves conditioning on provided la-

beled examples without the need for parameter optimization.

The use of GPT models yields remarkable results in generating context-aware and coher-

ent Translation, especially for high-resource languages and sometimes surpassing commercial

models (Vilar et al., 2023; Hendy et al., 2023; Chowdhery et al., 2022).

2.3 Document-level Machine Translation Using LLM

Moreover, LLMs are believed to effectively leverage document-level context and produce fewer

errors and inconsistencies while performing document-level translation. (Zhang et al., 2023)

and (Karpinska and Iyyer, 2023) show LLMs are able to produce highly fluent and competitive

translations and produce even better translations when translating complete paragraphs instead

of single sentence. This indicates LLMs can leverage paragraph-level context information dur-

ing translating.

Using human evaluation, (Karpinska and Iyyer, 2023) found that in literary translation,

paragraph-level translation made by GPT-3.5 (GPT-3.5 PARA) is favored by human annota-

tor compared with sentence-by-sentence translation made by GPT-3.5 (GPT-3.5 SENT) and

translation produced by google translation. This study also demonstrates that when given

paragraph-level context, LLMs can generate more coherent and enjoyable output with fewer
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mistranslations and grammatical issues. For example, GPT-3.5 PARA excels at assigns appro-

priate pronouns when translating from language such as Japanese, which often refers to the

listener/speaker in the third person rather than second-person pronoun (i.e., you).

2.4 In-Context Learning (ICL)

In-context learning (ICL), first introduced in the GPT-3 paper by (Brown et al., 2020), is an

approach that allows language models (LMs) to learn and perform task without the need for

explicit fine-tuning or task-specific training. This is achieved by providing the model with a

small list of input-output pairs as demonstrations before the actually task input during inference

time.

The overarching idea behind in-context learning is learning by analogy or pattern finding.

(Dong et al., 2023) To correctly answer the task question, the model needs to learn the in-

put distribution, output distribution, input-output mapping and the formatting from the given

demonstrations. (Xie et al., 2022) Meanwhile, (Min et al., 2022) found in-context learning still

words well even when outputs in the demonstration are replaced randomly. This suggests that

the model was likely been exposed to similar tasks in its vast training set and can leverage other

demonstration components, such as input distribution and format to infer the correct answer.

One of the key advantages of in-context learning is that ICL dramatically simplifies the

process of incorporating human knowledge into language models. (Liu et al., 2021; Wu et al.,

2023) As the demonstration is written in natural language, user can guide the model’s behavior

and adapt it for specific tasks without resource-intensive fine-tuning. The provided flexibility

enables quick experimentation and adaptation for down stream tasks, which is particularly

useful in the case of large language models with hundred of billions of parameters, where self

fine-tuning is nearly impossible due to computational constraint.

The prompt in Figure 2.3 start with an instruction to classify the sentiment of restaurant
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Prompt:

Classify the sentiment of the following restaurant reviews as either positive or negative:

Review: The food was delicious, and the service was exceptional. I highly recommend
this restaurant!
Sentiment: P

Review: The wait staff was rude, and the food was bland and overpriced. I won’t be
coming back.
Sentiment: N

Review: I had a wonderful experience at this restaurant. The menu had a great variety,
and every dish I tried was amazing. I can’t wait to come back and try more!
Sentiment: ______

FIGURE 2.3: A example of in-context learning prompt.

reviews as either P (positive) or N (negative). Following the instruction, there are two example

reviews along with their sentiment labels serving as demonstration for the model to learn the

task. The last restaurant review is the input-only task. When the prompt is fed to language

model, the model needs to predict its sentiment based on provided instruction and demonstra-

tion.

2.5 Sentence-level Demonstrations And Translation Memory

insertion

(Mu et al., 2023) propose Translation Memory Prompting for LLMs which prompt similar

sentences from Translation Memory as demonstrations.

(Vilar et al., 2023) investigate a variety strategies for choosing translation examples at sen-

tence level for few-shot prompting. They compared the k-nearest neighbors (kNN) and random

selection strategies on two corpus: one is the full dataset with higher possibility of getting low
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quality example, the other is the choice high quality part of the former, concluding that the

quality of examples is the most critical factor.

(Agrawal et al., 2022) conducted an analysis on the influence of the selection and quantity

of few-shot in-context examples of overlap sentence on output translation quality, finding task-

level prompts can complement example-specific prompts and kNN-MT baseline. Furthermore,

To yield enhanced demonstrations, they proposed a BM25-like approach to better retrieval of

similar sentence examples from the corpus.

2.6 Dictionary-based Prompting For Machine Translation

(Ghazvininejad et al., 2023) introduces Dictionary-based Prompting for Machine Translation

(DIPMT) that leverages bilingual dictionaries to provide phrase-level knowledge in prompts

during translation with LLMs. DIPMT appends possible translations for specific input words

in the prompt which can improve translation quality particularly in low-resource and out-of-

domain scenarios where LLMs often struggle due to limited relevant training data.

2.7 Termbase And Terminology Management

Termbase (TB) and terminology management are essential components of Computer-Assisted

Translation (CAT) tools used in human translation practice. A termbase is a database that stores

and manages terminology specific to the project, which stores terms, definitions, context, and

other relevant information.

When the human translator encounters a term in the source text that could be found in TB,

the tool could automatically provide with the corresponding target translation, reducing time

and effort while maintaining translation consistency.

Termbase allow human translators ensure their translation adhere to domain-specific re-

quirements, maintain consistency throughout the project, and improve the overall quality.
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2.8 Retrieval-Augmented Generation (RAG)

LLMs have demonstrated impressive abilities in Natural Language Processing (NLP) and Natu-

ral Language Understanding (NLU) tasks, drawing on vast amounts of data to acquire in-depth

knowledge. However, despite their capabilities, these models have certain limitations. They

cannot dynamically expand their knowledge base, lack transparency in explaining their predic-

tions, and are prone to producing "hallucinations"(Guerreiro et al., 2023), where the generated

content might be unrelated or factually incorrect. (Lewis et al., 2021; Marcus, 2020)

The Retrieval-Augmented Generation (RAG) approach aims to address these limitations

by combining the strengths of LLMs with external data sources. RAG integrates a retrieval

system with a sequence-to-sequence (seq2seq) model, which allows the model to access and

incorporate relevant external information.

For translation, Some researchers also propose to retrieval relevant samples from external

datasets which can further provide additional information that are not contained in the training

corpus. (Zheng et al., 2021; Cai et al., 2021)

2.8.1 Formal Explanation Of RAG

Text generation tasks can be conceptualized as a mapping from input text to output sequences:

y = f (x)

A typical sequence-to-sequence language model, for example, is represented as:

pθ(y|x) = pθ(y1, y2, . . . , yN|x)

=
N

∏
n=1

pθ(yn|x, y1:n−1)
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Retrieval Augmented Generation (RAG) introduces a novel approach that enhances models

with external memory (knowledge) through information retrieval (IR), so that they can acquire

more information during prediction. The idea of such framework is retrieved relevant docu-

ments Z is beneficial for the model. This approach can be mathematically expressed as:

y = f (x, z)

Where z ∈ Z represents a set of documents retrieved based on the query dependencies of x

from a retrieval model π. We can model the sequence-to-sequence framework as a mixture

model:

pθ,π(y|x) = ∑
z∈Z

pπ(z|x)pθ(y|x, z)

≈ ∑
z∈top-k(pπ(|x))

pπ(z|x)pθ(y|x, z)

= ∑
z∈top-k(pπ(|x))

pπ(z|x)
N

∏
n=1

pθ(yn|x, z, y1:n−1)

Consider the "retrieval model" π as a combination of U distinct queries, each query qu ∈ Q

carrying a weight wu dependent on the input x. Each query returns the top M documents

du1, du2, . . . , duM with corresponding weights (ranks); thus, the model yields a list of docu-

ments D: d11, . . . , d1M, . . . , dUM along with their normalized weights w11, . . . , w1M, . . . , wUM.

This process can be interpreted as a random variable with probabilities (normalized weights),

leading to the following model formulation:

pθ,π(y|x) = ∑
d∈D

wd pθ(y|x, z)

= pθ,π(y|x) = ∑
d∈D

pπ(d|x)pθ(y|x, z)
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For simplicity, consider each query returning only the top result, functioning as a mapping

from input x to a single document v. The weight of each query qu is computed as wu =

Q(qu) · K(x), resembling the attention mechanism in transformers (Vaswani et al., 2023) with

Q, K, V.

Different M values can be set for each query, provided that normalization is maintained.

Specifically, if M = 1, the query function essentially maps input x to result v. Any model that

can be formulated as such a function, including question-answering models or another LLM,

could be used here.

A helpful figure from LlamaIndex (Figure 2.4) may aid in understanding this process better.

FIGURE 2.4: RAG explanation from LlamaIndex

https://docs.llamaindex.ai/en/stable/getting_started/concepts/




17

Chapter 3

Methodology

3.1 Issue On Named Entity Translation

3.1.1 Translating Named Entities Necessitates Different Approaches

Named entities, such as proper nouns, main character names, and locations, present a significant

challenge in document-level translation.

Translating named entities often necessitates different approaches and methods for

translation models(Babych and Hartley, 2003): Some require retrieve official transactions

from knowledge base, while others may presuppose subtle intension meanings. While LLMs

can leverage their vast training data and knowledge base to address some of these challenges,

there are still many scenarios where they fall short.

A notable example is the challenge of character selection when translating from alphabetic

languages into logographic languages, such as Chinese or Japanese. In these cases, the same

name can have multiple reasonable corresponding characters in the target language, each car-

rying different meanings, connotations or even encoding gender information. For example, the

name "Alex" could be transliterated into Chinese using characters that emphasize masculinity,

femininity, or neutrality, depending on the context or the translator’s intent.

Another example is name ordering in different languages. Chinese and Japanese names

follow a different convention compared to English. In English, names typically appear in the
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[given name] [family name] format, whereas in Chinese and Japanese, the [family name] pre-

cedes the [given name]. This difference requires specific attention in translation.

TABLE 3.1: Conventions of Name Order in Different Environments

English Environment Chinese Environment

Chinese Name
[Given Name] [Family Name]

Dong Li
[Family Name] [Given Name]

Li Dong

Western Name
[Given Name] [Family Name]

Marilyn Monroe
[Given Name] [Family Name]

Marilyn Monroe

When written within an English context, both Chinese/Japanese and English names follow

the [Given name] [Family name] format. However, during the translation process from English

to Chinese/Japanese, the order of Chinese/Japanese names is reverted to the original [Family

name] [Given name] format. English names, on the other hand, retain their original [Given

Name] [Family Name] order in the translated text. Such conventions can lead to confusion for

models in practices, especially when names from different cultures are presented together in a

text. For instance, "Dong Li and Marilyn Monroe (in English)" would translate to "Li Dong

and Marilyn Monroe(in Chinese)". (Table 3.1)

Machine-generated translations can conflict with official translations, particularly in the

context of person names, historical events, and organizational names. The translation of per-

son names usually follows either phonological translation (translating the name based on its

pronunciation) or transliteration (converting the name from one writing system to another).

However, some individuals may choose to establish distinct names in other languages

or create their own translated names. For example (Figure 3.1), the sinologist John King

Fairbank’s Chinese name is Fei4 Zheng4qing1 and the Jesuit missionary Hippolytus Bosuiau

adopted the Chinese name Su1 Nian4cheng2, neither of them translated by phonological trans-

lation nor transliteration. The "David" in David McMulle and David Moser also translated

differently in Chinese. While LLMs usually can handle famous person name itself, the model

fail to synchronize with the official translation in many cases. During our tests, GPT-4 and
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Claude 3 Opus successfully identified and translated John King Fairbank but failed on Hip-

polytus Bosuiau. (Figure A.1)

FIGURE 3.1: Special cases of Named-Entities Translation

Certain entities, such as proper nouns or abbreviations, should remain untranslated as per

convention but may inadvertently translated by machine translation models. This can lead to

confusion or inconsistencies in the translated text. For instance, abbreviations like "APP" (ap-

plication) or "FBI" (Federal Bureau of Investigation) should typically remain in their original

form, as they are widely recognized and understood.

Another challenge emerges with fictional entities, which often require different translations

depending on the domain or style. These terms may lack standardized translations, leading to

inconsistencies when interpreted across various settings. The same name might have multiple

translations depending on the genre (e.g., fantasy, science fiction), environment and intended

audience.

Furthermore, anti-languages, cant and argots—specialized forms of language used by par-

ticular groups—pose additional difficulties for machine translation models. These terms, as

they carry meanings or intentions not immediately evident from their surface structure, often

rely on external knowledge or cultural understanding for specific groups to translate accurately.
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3.1.2 Inconsistency Of Named-Entities Translation

Due to limitations on a model’s output context window1 and computational budgets, long-form

texts like literature can hardly be processed by models within a single inference. The most

commonly used practical method is to chunk the text into smaller segments and translate each

segment individually. However, when a translation model runs with a positive temperature

setting (introduces variability in its responses), it could produce different translations for the

same entity across different segments–even though each translation might individually make

sense. Depending on the context of a particular name instance, LLM models map the same

name to different characters in different chunk runs of a same book. (Table 3.2)

TABLE 3.2: Four different reasonable translations Qwen 2.5 mapped the name
"Lin, Jiage" to

Inconsistencies in named-entity translation can lead to confusion, break immersion, and

disrupt the flow of the narrative. While mistranslating or omitting named entities may not sig-

nificantly impact the BLEU or COMET score in automatic evaluations, it can greatly diminish

human readability and the overall quality of the translation, particularly in the case of litera-

ture. This underscores the importance of developing models that can accurately handle named

entities to ensure coherent and reliable translations.
1For example, although GPT-4 has a 128k input-token capacity, it only has a 4096 output context window,

meaning it can output around 4k tokens at most for a single prompt.
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3.2 Our proposed methods

3.2.1 Hypothesis: Wikipedia As Dictionary for Named Entity Transla-

tion

When translating, humans often rely on internet searches and relevant data sources to find

accepted translations for specific terms. Similarly, machines might benefit from access to a vast,

multi-language knowledge base. Integrating external resources like Wikipedia 2 into machine-

generated translations could be an approach to address issues.

Wikipedia, despite not being regarded as a formal academic source, offers a comprehen-

sive collection of terms in multiple languages with widely accepted translations. This makes

it a valuable resource for translation tasks, especially for terms related to historical events,

geographic locations, and organization names.

Wikipedia’s official API allows for automated searches of terms and retrieval of informa-

tion, including the pages of same terms in different languages which could be seamlessly incor-

porated into the translation pipeline with minimal additional effort. We could identify real-exist

named entities from Wikipedia and retrieve the official translations form it.

3.2.2 Hypothesis: TermBase (TB) Augmented Translation

As named entity translation remains a challenging aspect for recent models, it may be worth

considering a separation of named entity translation from the main text translation inference.

Building on the concept of term bases3 and insights from (Ghazvininejad et al., 2023), we

hypothesize that translating named entities first and then inserting the translated entities into

the prompt could enhance LLMs’ translation quality and help LLMs handle inconsistencies in

named entity translation by ensuring uniformity before the main text translation begins.

2https://www.wikipedia.org/
3Also known as a translation glossary, a term base is a database that contains words, expressions, or terms in

multiple languages.
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FIGURE 3.2: Our TermBase augmented method: Translate named entities and
main text separately; Insert translated named entities as TermBase in our transla-

tion prompt

We are particularly interested in 4 type of named entities:

1. Person name: Includes names of individuals, both real and fictional. This category

can also include titles and honorifics when they are attached to a name (e.g., ’Sherlock

Holmes’, ’President Obama’).

2. Location: Geographical locations such as cities, countries, or natural landmarks (e.g.,

’Paris’, ’Mount Everest’).

3. Organization Names of companies, institutions, governmental bodies, or groups (e.g.,

’Google’, ’The League of Explorers’).

4. Creative Work: Titles of creative or intellectual works, such as books, films, paintings,

software applications, and songs (e.g., ’War and Peace’, ’Titanic’, ’The Starry Night’,

’Photoshop’).

5. Events: Refers to historical, cultural, or notable events, such as wars, ceremonies, natural

disasters, and significant conferences. (e.g., ’World War II’, ’The Oscars’).
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We are NOT interested in named entities of type ’LANGUAGE’, ’DATE’, ’TIME’, ’PER-

CENT’, ’MONEY’, ’QUANTITY’, ’ORDINAL’, ’CARDINAL’ as they are either well-

known nouns that can be handled by LLM itself (e.g. "English") or not influence translation

quality at all (e.g. "May 22 2024" vs "2024/05/22").

Leveraging LLMs’ in-context learning capability Liu et al. (2021), we directly add a termbase

(named entity translation table) to the original prompt. If the model successfully utilizes the

inserted high-quality named entity translations, we expect this method to resolve most incon-

sistencies in named entity translation and may improve the overall translation quality and read-

ability.

For example, in Figure 3.3, we added the blue Term Base section to the original transla-

tion prompt (purple part). The blue section provides the named entity translations in advance,

ensuring the model uses consistent translations throughout the text.

You are translating a book part by part

Translate named entities with the below translations:

{ "named-entity1" : "translation of named-entity1",
"named-entity2" : "translation of named-entity2",
· · · }

Please translate the following part from English into Chinese. Use natural and fluent
Chinese.

$PART_TO_TRANSLATE$

FIGURE 3.3: Template for experiment 1, Purple part (Baseline Template) repre-
sent the original template used for translation. Blue part (Termbase Insertion) is

the added termBase section containing named entities and their translations.

We first validated in Section 4.1.1 that LLMs can follow instructions and utilize the term

base effectively using a small dataset. After confirming the model’s capability, we conducted
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two experiments in section 4.2 to evaluate this method for improving translation quality and

consistency.

3.3 TermBase Augmented Translation Pipeline

Based on the results of our experiments in 4.2, we developed a streamlined pipeline for incor-

porating a termbase into prompt-based translation models. The pipeline (Figure 3.4) involves

the following steps:

1. Named Entity Recognition (NER)

2. Translation of Named Entities (and brief explain them)

3. Merge & Store named Entity Translations and Human Proofreading

4. Termbase generation and Final translation

3.3.1 Named Entity Recognition (NER) and Translation

The first step involves extracting relevant named entities from the entire source text. This step

is crucial to ensure consistent translation of specific terms, names, and locations throughout the

text.

In our experiments, we utilized the latest GPT-4-1106-preview as the NER model for En-

glish. While this model performed well, other NER models, such as Stanza Qi et al. (2020), can

also be employed, depending on the requirements. Details on our evaluation of NER models

are provided in Section 4.1.1. It is important to note that different languages may necessitate

the use of language-specific NER models.

Once the named entities are identified, each is translated based on its contextual meaning.

To address information loss, such as gender, honorifics, or cultural nuances during translation,

users can optionally include brief explanations for each named entity.
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FIGURE 3.4: TermBase augmented translation pipeline

For translation, we continued using GPT models. As analyzed in Section 4.1.2, retrieval-

augmented (RAG) with Wikipedia resources is not very helpful for this translation task. For

simplicity, we opted not to integrate Wikipedia as Dictionary hypothesis into our pipeline.

We tested two translation setups:

1. Sentence as context Translation: For each named entity, we retrieved several sentences

from the source text where the entity appeared. During the translation of named entities,

these sentences were included in the prompt to provide context, reducing ambiguity. The
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prompt we use here is Figure A.4.

2. Chunk as context Translation: The source text was divided into chunks of approximately

1000–2000 words. Each chunk, along with a named entity list, was fed into GPT. The

model was tasked with translating the named entities within the list using the chunk text

as context. While this approach facilitated contextual translation, it sometimes caused

inconsistencies, as the same named entity could be translated differently across chunks.

These inconsistencies were resolved in subsequent steps.

While both setups produced promising results at first glance, we did not perform a thorough

evaluation due to a lack of defined evaluation criteria.

3.3.2 Merge & Store Named Entity Translations and Human Proofread-

ing

After translation, the named entities (and its translation & description) are merged into a named

entities table per book and stored in a database for future reference.

To ensure accuracy and contextual appropriateness, People might hire human translators

to review and revise the named entity translations. Reviewing only the named entity table

is a relatively light workload for human translators and can significantly improves translation

quality by ensuring critical terms are correctly translated.

If fully automated translation is not a strict requirement, asking human translator for named

entity translation is also a highly effective and efficient strategy, especially given current LLMs

still struggle to address many issues on named entity translation

3.3.3 Termbase Generation and Final Translation

For the final translation phase, each chunk of the source text was processed as follows:

1. We filter named entities appearing in this chunk from the database
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2. Retrieve those named entities’ translations and explanations from the database.

3. Generate a termbase table and insert it into the translation prompt, as illustrated in Fig-

ure 3.3.

To assist the model in understanding this task, we use 1-shot paragraph-level demonstra-

tions, as shown in Figure A.3. This approach attempt to utilized the pre-translated named

entities effectively, maintaining consistency and readability across the final output.
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Chapter 4

Experiments And Result Report

4.1 Validation of Hypothesis

4.1.1 LLM’s Ability To Follow The TermBase Augmented Prompt

To assess the viability of the term base idea, we first designed an experiment to integrate a

termbase into prompting-based machine translation (MT) models to Test model’s ability to

follow the instruction

We first modified the baseline prompt template to include an additional Termbase section

The updated prompt template, as illustrated in Figure 1, comprises two main parts:

1. The Termbase Section: This part lists pairs of named entities, with each line a phrase

pair: source language - target language. We hope it serves as a reference for the model

to ensure consistent translation of specific terms.

2. The Source Text section: The segment of original text needs to be translated.

We use the GPT-4-1106-preview 1 model to translate the first 20 chunks of the newly pub-

lished book Yellow Face, with each chunk containing approximately 1,000 words (which is

around 4,000 token for Chinese translated result using GPT-4-1106-preview’s tokenizer). This

1GPT-4-turbo in 2023, before the update of tokenizer
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book was chosen for its recency, ensuring it was not included in the model’s training dataset.

Additionally, the book’s content, featuring a mix of Chinese names, Western names, and real

organization names such as "Xiao Li", "Google" and "Yale University" makes it an ideal source

text for testing our hypothesis.

We run the experimental procedure in 2 steps:

1. Named Entity Recognition and Translation: In the first run, we tasked GPT-4-1106-

preview with identifying and translating only the named entities into Chinese within a

single prompt (as shown in Figure A.2).

2. Termbase Insertion and Text Segment Translation: Then we created a termbase from

these translations and inserted it into the prompt for the second run, using the prompt

template in Figure 3.3

In step 1, we manually labeled named entities of above 4 categories 3.2.2 in the 20 chunks

of text. We then employed two tools, Stanza (Qi et al., 2020) and GPT-4-1106-preview, to

perform English Named Entity Recognition (NER) on the labeled data. For Stanza, we cre-

ated an exclude list to filter out named entities belonging to the following categories: ’LAN-

GUAGE’, ’DATE’, ’TIME’, ’PERCENT’, ’MONEY’, ’QUANTITY’, ’ORDINAL’, ’CAR-

DINAL’.Upon comparing the performance of the two tools, we discovered that GPT-4-1106-

preview outperformed Stanza in all metrics except Recall. Stanza demonstrated a tendency

to output more named entities in the aforementioned categories, while GPT-4 produced fewer

false results (Table 4.1).

TABLE 4.1: Performance Comparison of Different Models

Model Precision Recall F1 Score

GPT-4 0.7719 0.7242 0.7369
Stanza with exclude list 0.6396 0.7815 0.6900
Stanza without exclude list 0.3774 0.7925 0.5048
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As we placed a special emphasis on consistency in translation, we also runs NER task

while filtering out phrases that appeared only once throughout the entire book. This filter is

based on the rationale that phrases appearing merely once cannot demonstrate inconsistency

across translations of different chunks and are likely less critical to the overall narrative of the

book.

Similarly, in this task, the GPT-4-1106-preview model demonstrated high precision (0.9149)

in the task with a slightly lower recall at 0.8217, suggesting the output missed some entities.

On the other hand, the Stanza model and the union of two models showed a higher recall as

Stanza seems to identify a broader range of entities. The Stanza model, however, came with

a trade-off, as evidenced by its lower precision (0.7706), implying a greater likelihood of in-

cluding false positives. In an attempt to leverage the strengths of both models, we combined

their results by simply uniting their outputs. This approach helped us reach a high high recall

of 0.9299. But the precision downed to 0.7725.

Upon deeper analysis of the results, we found:

1. The false negatives set from GPT-4-1106-preview model is less informative and are un-

likely to impact the final translation result.

1 false_positives_set: {’japan’, ’uber’, ’xiao’, ’chinese american

↪→ ’, ’q&a’, ’germany’, ’ah lung’, ’us’, ’china’, ’cate’, ’

↪→ russia’, ’korean american’}

2. The Stanza model captures more person name but also tend to include pronouns like

"she’s" in the "PERSON" category. The model might be achievable with more refined

filtering to exclude such useless phrases, thus increasing the precision without compro-

mising recall.

We hence selected GPT-4-1106-preview as our preferred NER model for the subsequent

stages of this experiment.
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After Step 2, we meticulously labeled and then counted the mistakes and inconsistencies in

translations produced by both the baseline prompt (Figure 3.3 purple part) and the termbase-

enhanced prompt (Figure 3.3). Our primary focus was on assessing the model’s ability to

adhere to the TermBase included in the prompt. We category errors in this experiment into 2

category:

1. NE Mistakes: These refer to instances where the model did not correctly follow the

provided term base translation in Step 1, regardless of whether the translation in the

TermBase itself was correct. For example, if the term "Jack" was incorrectly provided

with translation "Cat" in the prompt, the model would not be penalized for translating

"Jack" to "Cat."

2. Inconsistencies: These refer to instances where the same phrase was translated differ-

ently across different chunks. For example, both "Jun1 Ni1" and "Zhu1 Ni1" are ac-

ceptable Chinese translations of the name Jannie, but to maintain consistence, only one

translation is acceptable throughout. (In some scenarios, translating the full name to a

nickname or pronoun might be acceptable, but we still counted these as inconsistencies

in this context.)

Mistake type Baseline Termbase

NE Mistakes 83 36
Inconsistencies 79 9

TABLE 4.2: Comparison of Translation Results. "NE Mistakes" refers to the
model not correctly following the provided term base translation in Step 1, re-
gardless of whether the translation in the TermBase itself was correct. "Inconsis-
tencies" refer to instances where the same phrase was translated differently across

different chunks.

Summarized in Table 4.2, these results demonstrate a significant reduction in both NE

mistakes and inconsistencies when using the termbase-enhanced prompt compared to the
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baseline, highlighting the ability of LLMs to faithfully follow the TermBase. Upon fur-

ther analysis, we also found that many NE mistakes made by the termbase-enhanced prompt

involved nicknames or pronouns, which might be acceptable in a literary context. Addition-

ally, it was observed that the GPT-4-1106-preview model could effectively leverage its exten-

sive knowledge base to accurately translate common named entities like "Google", "Barack

Obama", and "Treaty of Versailles" and likely to maintain phrase consistency within a single

run of the prompt.

Later in section 4.2, we performed evaluation on WMT23 Shared Task: Discourse-Level

Literary Translation, showing high consistency in terminology translation (cTT) for the TermBase-

inserted prompt. This further verifies GPT-4’s ability to follow our instructions accurately.

4.1.2 Integrate Wikipedia Helps Named Entity Recolonization and Trans-

lation, But Helps Little

To leverage Wikipedia as an additional resource for named entity translation, we propose up-

dating our Named Entity Recognition and translation prompt A.5 to incorporate supplementary

information from Wikipedia using Retrieval-Augmented Generation (RAG). Specifically, for

each retrieved named entity, we include the following two components in the named entity list

provided in the prompt (as illustrated in Figure A.5):

1. First paragraph from the Wikipedia page: This provides a concise description and

explanation of the named entity, potentially resolving ambiguities and enhancing the

model’s understanding.

2. Wikipedia page-name in the target language: This provides the official translation.

We expect that this additional context will help LLM model better understand named enti-

ties and improve the accuracy of their translations.

https://www2.statmt.org/wmt23/literary-translation-task.html
https://www2.statmt.org/wmt23/literary-translation-task.html
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Testing the integration of Wikipedia in the NER process for the book Yellow Face revealed

interesting outcomes. The Wikipedia retrieval function (via their API) successfully identified

88 real named entities from the book, including terms which were incorrectly translated by

our GPT-4-1104-preview model. For instance, the GPT-4 model failed to identify the author

"Maxine Hong Kingston" and did not translate "Random House" or "El Centro (California)"

with their official translations.

However, several potential issues were noted that could affect the practical application of

this approach:

1. Ambiguity of Named Entities: Correctly identified named entities might not always

correspond to the same object or concept on the Wikipedia page. This lack of contextual

consideration can lead to inaccuracies. For instance, "yellow fever" could be refer to one

infectious disease, but in certain contexts, it might refer to "Asian fetish" instead. Such

nuances are missed when relying solely on a Wikipedia API call.

2. Redundancy for Most Entities: LLMs probabily already has wikipedia in their training

data and Previous runs have shown that advanced LLMs are can often translate well-know

entities accurately without extra assistance.

3. Limitation of Wikipedia Database: Wikipedia coverage limited range of specialized or

less-known terms such as fictional names, niche jargon.

We found that the primary challenge in named entity translation actually arises from

entities that fall outside the scope of Wikipedia, such as fictional names, niche jargon, or

context-specific terms that lack standardized or widely accepted translations. These out-of-

Wikipedia entities often require additional contextual knowledge or domain-specific experi-

ence, which current LLMs struggle to address effectively.

Hence we decided NOT integrate this add-on into our pipeline.
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4.2 Evaluation on TermBase Augmented Translation

To further analyze our TermBase-augmented method, we evaluated the Translation Quality and

Terminology Consistency on the WMT23 Shared Task: Discourse-Level Literary Translation

dataset. The dataset, containing original Chinese web novels translated into English by human

translators, features a golden standard human translation and contains many real and fictional

named entities.

1. Translation Quality We utilized the evaluation metrics BLEU (Post, 2018) and COMET

(Rei et al., 2020). BLEU measures the correspondence between models’ output and

reference translation, providing a score based on n-gram precision. COMET utilizes pre-

trained multilingual models to evaluate translation quality based on human judgment,

offering a more nuanced assessment than BLEU.

2. Terminology Consistency To measure the consistency of terminology translation, we

followed the translation consistency metric (Wang et al., 2023; Lyu et al., 2021):

cTT =
∑w∈TB

∑n
i=1 ∑n

j=i+1 1(twi=twj)

C2
n

|TB| (4.1)

For each named entity w in the TermBase (TB), t(w) = {tw1, tw2, · · · , twn} denotes

the list of translations for each w in the source text, and C2
n denotes the number of com-

binations of the translation list t(w). The function 1(twi = twj) returns 1 if and only

if twi = twj, otherwise, it returns 0. This metric measures the frequency of any two

translations of w being the same throughout the book.

To calculate cTT , we first use used awesome-align (Dou and Neubig, 2021) for word

alignment and match each translated word of named entities in MT model’s output. Then

we calculated cTT using formula 4.1. The Python implementation of this calculation

function is provided in B.1.

https://www2.statmt.org/wmt23/literary-translation-task.html
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To perform the evaluation, we first used Bertalign (Liu and Zhu, 2023) to align the model

output with the golden standard human translation in WMT format. Bertalign utilizes sentence

transformers to map sentences into vector space and then use dynamic programming (DP)

method to find the most similar pairs. We then verified the package results by setting a threshold

on cosine similarity and do a post-editing by human annotators.

For the BLEU score, we used the following model

1 from sacrebleu.metrics import BLEU

2 bleu = BLEU(tokenize=’zh’)

For the COMET score, we used the Unbabel/XCOMET-XL model with a batch size of 32,

running on an A100 GPU on Colab.

4.2.1 Experiment 1: WMT23 test set 1 and Book114 chapter 01 - 10

We first performed a small evaluation on English to Chinese translation using the WMT23

Shared Task: Discourse-Level Literary Translation test set 1 and Book114 chapters 01–10. The

dataset contains both English and Chinese text and is already line-aligned. We first divided text

into chunks of approximately 1000 words. These chunks were translated using the latest gpt-4-

0125-preview2 with the following settings: temperature 0.3, presence penalty 0, and frequency

penalty 0.

Each Text was translated using two prompts:

1. The TermBase-augmented prompt (Figure A.3), which included pre-translated named

entities, with one-shot paragraph-level demonstrations.

2. The baseline normal translation prompt (Figure A.6), which used no TermBase augmen-

tation, with one-shot paragraph-level demonstrations.

2Experiment conducted in January 2024

https://www2.statmt.org/wmt23/literary-translation-task.html
https://www2.statmt.org/wmt23/literary-translation-task.html
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Both setups employed one-shot paragraph-level demonstrations. To tests whether inserting

an additional TermBase in the prompt affects translation quality, the TermBase experiment was

conducted with two setups:

1. Low quality translated TermBase: The translation of entities was directly generated

by a simple machine translation system like Google Translation, which likely does not

match the golden standard. This setup tests whether inserting an additional TermBase in

the prompt affects translation quality.

2. Golden Standard TermBase: This setup uses the golden standard translation of named

entities. By comparing this with the baseline, we can assess the influence of the TermBase-

augmented prompt on translation quality and consistency.

To obtain the golden standard TermBase:

(a) We first performed Named Entity Recognition (NER) on the source text (English)

using GPT-4 (prompt A.2) to extract named entities from each chunk.

(b) For each named entity, we then retrieved several sentences containing the entity

from the source text (English) and its corresponding reference text (Chinese). These

reference sentences included the translated entities.

(c) Using GPT-4 and a specific prompt A.7, we identified the translation of each named

entity within the reference sentences. We use this as the golden standard named

entity translation.

Note although the named entity translation we obtained is golden standard, we might not

recognize the correct set of named entities in step one, which caused several failure case

in later experiment and we analyze them in 4.2.2.

The results are shown in Tables 4.3 and 4.4.



38 Chapter 4. Experiments And Result Report

Experiment BLEU ↑ COMET ↑ cTT ↑
Baseline 26.892 0.756 0.811
With TermBase (Low Quality) 26.070 0.751 -
With TermBase (Gold Standard) 29.328 0.785 0.921

TABLE 4.3: Evaluation results on WMT23 test set 1

Experiment BLEU ↑ COMET ↑ cTT ↑
Baseline 17.696 0.8460 0.7179
With TermBase (Gold Standard) 18.539 0.8577 0.9078

TABLE 4.4: Evaluation results on WMT23 Book114 chapters 01–10

Findings When using a low quality translated TermBase, the BLEU and COMET scores

slightly decreased by 4% and 1%, respectively. This slight decrease indicates the TermBase in

the prompt (which make the prompt more complex) will have very little influence on the

translation quality. The decrease here is likely due to the "wrong" guidelines provided by the

inaccurately translated named entities.

In the WMT23 test set 1, using a TermBase with gold standard translations increased the

BLEU score from 26.892 to 29.328 and the COMET score from 0.756 to 0.785. Similarly, for

Book114 chapters 01 - 10, using a gold standard TermBase resulted in improvements, with the

BLEU score increasing from 17.696 to 18.539 and the COMET score from 0.8460 to 0.8577.

This highlights the importance of the quality of TermBase translations, as a high-quality

TermBase indeed increase the overall translation quality.

Moreover, the cTT score, which measures terminology consistency, showed significant im-

provement with termbase prompt. For the WMT23 test set 1, the cTT score improved from

0.811 to 0.921, increase for around 13%. For Book114 chapters 01 - 10, the cTT score in-

creased from 0.7179 to 0.9078, resulting a 26% improvement in named entities translation

consistency. This further demonstrating incorporating a TermBase significantly improves ter-

minology consistency.
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4.2.2 Experiment 2: 27 books from wmt23 dataset

Next, we conducted a large-scale evaluation using 27 randomly selected books 3 from the

WMT23 Shared Task: Discourse-Level Literary Translation dataset. Each selected book con-

tained 50 chapters, resulting in a comprehensive test set for evaluation.

We tested four models:

1. GPT-4o-2024-08-06 OpenAI (2023): One of the most advanced LLM.

2. GPT-4o-mini-2024-07-18: A smaller, cost-efficient model in GPT-4o series.

3. Qwen-Plus-2024-09-19 Team (2024) Team (2024): One of the most advanced LLM;

developed by Chinese company Alibaba, with strong training on Chinese data.

4. Qwen-Turbo-2024-09-19: A smaller, cost-efficient model in Qwen series.

We included Qwen models due to their focus on Chinese data, which may result in better

performance in English-to-Chinese translation tasks. Additionally, we included cost-efficient

smaller models (GPT-4o Mini, Qwen-Turbo) to evaluate whether a smaller model could effec-

tively follow our TermBase instructions and perform consistent translations.

We obtained the TermBase using the same method described in 2. All models were evalu-

ated using their batch APIs with consistent settings: temperature 0.3, presence penalty 0, and

frequency penalty 0. For GPT-4o, we used JSON-style prompts (templates A.8, A.9). However,

we observed that the other three models did not consistently produce valid JSON outputs when

handling output of thousands of tokens. As a result, we converted these prompts into equivalent

string-style formats (templates A.10, A.11) and use them in this experiment.

327 book id: ’50-nswdllbw’, ’129-gwltq’, ’75-sghndhm’, ’167-wdbz’, ’151-gfsy’, ’97-jmtj’, ’31-yxxgzyscks’,
’35-kbds’, ’139-cfdw’, ’153-ldyb98k’, ’177-syfjytlnl’, ’46-yghknct’, ’64-sh’, ’135-czyxsj’, ’68-mcxw’, ’59-
ywxcbjn’, ’73-ylwsyed’, ’87-wdyty4xs’, ’140-yjqzyds’, ’76-dyxl’, ’98-wyctUp’, ’16-cjsjy’, ’123-whrqysj’, ’154-
nsxhn’, ’147-wnyxs’, ’120-yzjd’, ’114-wyzjzfs’

https://www2.statmt.org/wmt23/literary-translation-task.html
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Model BLEU ↑ COMET ↑ cTT ↑
GPT-4o Mini (Baseline) 20.90 0.8089 0.6127
GPT-4o (Baseline) 23.24 0.8236 0.6453
GPT-4o Mini (Termbase) 23.97 0.8384 0.8660
GPT-4o (Termbase) 25.78 0.8450 0.8750

Qwen-Turbo (Baseline) 21.87 0.8126 0.5762
Qwen-Plus (Baseline) 23.92 0.8236 0.5842
Qwen-Turbo (Termbase) 24.20 0.8360 0.8246
Qwen-Plus (Termbase) 27.18 0.8499 0.8685

TABLE 4.5: Comparison of BLEU, COMET, and cTT scores across different
models with and without termbase augmentation.

Results

The results are presented in Table 4.5. We found that incorporating the TermBase improved

BLEU, COMET, and cTT scores across all four models.

Interestingly, the cost-efficient smaller models (e.g., gpt4omini and Qwen-Turbo) performed

remarkably well on this task. These models effectively interpreted our TermBase instructions

and outperformed larger models without TermBase augment (baseline) in terms of both trans-

lation quality and consistency.

One notable finding was the substantial improvement in cTT scores when using the TermBase.

1. GPT-4o Series:

(a) GPT-4o Mini: baseline achieved a cTT score of 0.6127, which rose to 0.8660 with

TermBase augmentation—a relative increase of 41.4%.

(b) GPT-4o: baseline scored 0.6453 for cTT, which increased to 0.8750 with TermBase—a

relative improvement of 35.6%.

2. Qwen Series:

(a) Qwen-Turbo: baseline scored 0.5762, which increased to 0.8246 with TermBase—a

relative increase of 43.1%.
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(b) Qwen-Plus: baseline improved from 0.5842 to 0.8685, a 48.6% relative improve-

ment.

Meanwhile, our cTT scores measurement might underestimate the actual consistency due

to limitations in the evaluation method:

• In our cTT calculation process 2, we first preformed the word alignment using Dou and

Neubig (2021) and then calculated the ctt score based on those aligned words. In this

process, some correctly translated named entities were not aligned accurately, which

negatively affected the cTT score in Table 4.5.

• Cases where person names were translated into pronouns (e.g., "he" or "she") were

counted as inconsistencies in our evaluation, even though these translations were con-

textually appropriate.

• As noted in 2, the TermBase used was not a de facto "golden standard": It sometimes

included phrase that is not named entities– which do not need to translated consistently;

sometimes it included conflicts: two different named entities-translation pairs referred to

the same object are both in the termbase.

TABLE 4.6: Example: the name "Lin, Jiage" was translated consistently with the
TermBase-augmented approach, whereas the baseline produced four different,

albeit reasonable, translations (see Table 3.2).
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Upon closer analysis of the results by human, we observed that most4 named entities were

consistently translated when using the TermBase. In contrast, the baseline models produced

multiple reasonable but inconsistent translations for the same entity. (Table 4.6)

Beyond common named entities, the TermBase also maintain the consistency of translations

for specialized terms of fiction: such as weapon names, skill names, and fictional concepts

(Table 4.7). Which make this method very useful during fiction and web-novel translation.

TABLE 4.7: Entities such as weapon names, skill names, and fictional concepts
were also translated consistently with the TermBase-augmented approach.

Failure cases However, our TermBase-augmented approach do had some notable failure

cases. Some common nouns that were context-specific to a particular book or fiction genre,

such as "Elementalist" (a character class) or "Card" (a weapon group), were inconsistently

translated even when specified in the TermBase (Table 4.8).

Phrases that are not traditional named entities, such as mantras or catchphrases (e.g., “I

Don’t Know Everything, I Just Know What I Know.”, “It’s Time To Duel!”), were also less

likely to be translated consistently or uniquely, even when included in the TermBase.

4except very few (≤ 5%) failure case
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These failure cases suggest that while the TermBase is effective for named entities and

structured terms, its utility can be limited for more abstract or context-dependent phrases. We

need to be aware of the converge and usage when creating Termbase.

TABLE 4.8: The term "Elementalist" was not translated consistently despite be-
ing specified in the TermBase.





45

Chapter 5

Conclusion, Limitation, and Future

Research

5.1 Summary of Findings

This thesis investigates and analyzes the challenges of named entity translation (3.1.1) in long-

text translation (e.g., novels translation) using LLMs. To address these challenges, we proposes

a simple yet effective TermBase-augmented in-context learning method without requiring pre-

training or fine-tuning. Our method was evaluated on the WMT23 Shared Task: Discourse-

Level Literary Translation dataset, achieving promising results in both translation quality and

terminology consistency. Additionally, we proposed a translation pipeline that incorporates a

TermBase to enhance the translation of long texts.

1. Challenges in Named Entity Translation: Named entities, including proper nouns,

character names, and locations, present significant challenges in translation due to cul-

tural, linguistic, and contextual nuances. Meanwhile, document/book-level translation

demands high consistency for terminology, which can be difficult for models to maintain

autonomously.

https://www2.statmt.org/wmt23/literary-translation-task.html
https://www2.statmt.org/wmt23/literary-translation-task.html
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2. Effectiveness of TermBase Integration: Our TermBase augment method (integrating a

high-quality TermBase into prompts) significantly enhances translation quality and ter-

minology consistency. The quality of the TermBase is critical: while using a randomly

translated TermBase resulted in slight declines in BLEU and COMET scores, a gold-

standard TermBase led to significant improvements. This underscores the importance of

accurate named entity translations and the benefits of detailed, contextually relevant re-

sources. Experiments show that high-quality TermBases enabled models like GPT-4o and

Qwen to achieve increased BLEU, COMET, and cTT scores on the WMT23 Shared Task:

Discourse-Level Literary Translation dataset, demonstrating improvements in translation

quality, terminology consistency, and readability.

3. Terminology Consistency (cTT): The TermBase-augmented method notably reduced

inconsistencies in named entity translations. The cTT scores, which measure terminology

consistency, showed significant (around 40% to 50% ) improvement with the integration

of a TermBase.

4. Performance of TermBase-Augmented Smaller Models: Smaller, cost-efficient mod-

els (e.g., GPT-4oMini and Qwen-Turbo) performed remarkably well on this task. These

models not only interpreted TermBase instructions effectively but also outperformed

full-scale models without TermBase augmentation (baseline) in terms of translation qual-

ity and consistency. Additionally, the cost of using these smaller models was substan-

tially lower-—translating a single book cost as little as 0.10 USD.1

5.2 Limitations and Future Work

While our findings are promising, this study has several limitations:

1Cost varies depending on the book; this calculation is based on "Yellow Face."

https://www2.statmt.org/wmt23/literary-translation-task.html
https://www2.statmt.org/wmt23/literary-translation-task.html
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1. Model Limitations: Our experiments only covered commercial closed-source models

GPT-4o and Qwen. We did not evaluate open-source smaller models (e.g., those under

7B parameters) with short input/output token limits, leaving their usability unexplored.

2. Language and Directionality: This study focused exclusively on English-to-Chinese

translation. We did not explore other translation directions, particularly for low-resource

languages. Future work should investigate the applicability of TermBase integration

across a broader range of languages.

3. Pipeline Evaluation: While we proposed a fully automatic TermBase-augmented trans-

lation pipeline, a thorough evaluation of its performance remains pending. A promising

alternative approach could be: having humans translate named entities first, followed by

using cost-efficient LLMs for full text translation.

We also shared our method with the SakuraLLM team2, which has since implemented

TermBase augmentation support in their v1.0 series models3. However, comprehensive eval-

uations of these models on using the TermBase augmentation method have not yet been con-

ducted, leaving their performance unverified.

This study opens several avenues for future research:

1. Expansion of Knowledge Bases: Expanding the range of external resources in retrieval-

augmented prompts could enhance translation quality and consistency. Domain-specific

resources like the Allan Poe Wordlist or BanG Dream! Wikia offer potential for improv-

ing translations in specialized fields.

2. Automatic Named Entity Translation: While human translation of named entities re-

quires minimal effort, developing advanced automatic named entity translation systems

could eliminate this step and save time and effects.
2SFT and RLHF models incorporating universal character and relationship attributes for Japanese-to-Chinese

translation in the light novel and visual novel domains. https://github.com/SakuraLLM/SakuraLLM.
3Sakura-14B-Qwen2.5-v1.0, Qwen2.5-1.5B-v1.0, Sakura-7B-Qwen2.5-v1.0-GGUF.

https://poestories.com/wordlist.php
https://bandori.fandom.com/wiki/BanG_Dream!_Wikia
https://github.com/SakuraLLM/SakuraLLM
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3. Incorporating Human Translation Practices: This study suggests rethinking how es-

tablished human translation practices—such as translation memory and search engine

use—can be integrated into LLMs. These practices might significantly improve transla-

tion outcomes when properly implemented.
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Appendix A

Prompts

FIGURE A.1: GPT-4 and Claude 3 Opus successfully translated John King Fair-
bank but failed on Hippolytus Bosuiau
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FIGURE A.2: GPT prompt for Named entity recognition (NER) task
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FIGURE A.3: TermBase augmented chunk translation prompt
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FIGURE A.4: Sentence as context Translation prompt
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FIGURE A.5: GPT prompt for Named entity recognition (NER) and translation
task
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FIGURE A.6: baseline chunk translation prompt
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FIGURE A.7: GPT prompt for finding golden standard named entity translation
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FIGURE A.8: JSON style prompt for translation (baseline)
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FIGURE A.9: JSON style prompt for translation (TermBase augment)
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FIGURE A.10: String style prompt for translation (baseline)
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FIGURE A.11: String style prompt for translation (TermBase augment)
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Appendix B

Code

1. Experiment code on Github:

https://github.com/Catkamakura/honor_thesis

2. Experiment code in Colab:

https://colab.research.google.com/drive/1AtJwuEL2dyijdiYifP4kjiPg-bJ7Hwny?usp=sharing

LISTING B.1: Python code for cTT calculation

1 def LTCR(lst):

2 if len(lst) < 2:

3 return 1

4 C = len(lst)*(len(lst)-1)/2

5 pairs_count = 0

6 n = len(lst)

7 for i in range(n):

8 for j in range(i+1, n):

9 if lst[i] == lst[j]:

10 pairs_count += 1

11 return pairs_count / C

https://github.com/Catkamakura/honor_thesis
https://colab.research.google.com/drive/1AtJwuEL2dyijdiYifP4kjiPg-bJ7Hwny?usp=sharing
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